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We consider the problem of estimating a probability measure on Rd from data observed with an additive
noise. We are interested in rates of convergence for the Wasserstein metric of order p ≥ 1. The distribution
of the errors is assumed to be known and to belong to a class of supersmooth or ordinary smooth
distributions. We shall first recall the estimator constructed in [1]. Next, we show that this procedure
can be improved in the one dimensional case, which leads to minimax rates of convergences for ordinary
smooth distributions and the distance W1 (see the paper [2]). To conclude, we recall a recent inequality
by Founier and Guillin [3], that could possibly be applied in the d-dimensional case to obtain minimax
rates of convergence.
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