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Abstract

Modeling turbulent transport is a major goal in order to predict con�nement problems in a tokamak
plasma. The gyrokinetic framework considers a computational domain in �ve dimensions to look at
kinetic issues in a plasma; this leads to huge computational needs. Therefore, optimization of the code
is an especially important aspect, especially since GPUs and MICs coprocessors are foreseen as building
blocks for Exascale systems. This project aims to evaluate the applicability of the BOAST approach
for the Gysela code in order to separate a set of computation intensive kernelsfrom the main code, and
address the optimization of these kernels on accelerators.

Context

Modeling turbulent transport is a major goal in order to predict con�nement problems in a tokamak
plasma. This aspect of �rst principle physics plays a key role in achieving the level of performance
expected in fusion reactors as ITER (http://www.itercad.org/). The simulation and understanding
of the turbulent transport in Fusion plasmas remains therefore an ambitious endeavour. The gyrokinetic
framework considers a computational domain in �ve dimensions to look at kinetic issues in a plasma;
this leads to huge computational needs. For example, large simulations using the semi-Lagrangian code
GYSELA typically require thousands of cores during multiple weeks.

In this context, the optimization of the code is an especially important aspect, both to be able to
access new physics (e.g. kinetic electrons in the case of GYSELA) and to prevent wasting resources. This
is especially di�cult since architectures expected to provide the required computing power in the future
will most likely di�er from current general-purpose CPU based architectures. This can for example be
seen with the increase of accelerators such as GPUs and MICs in the top500 list of fastest computers.
Multiple aims concerning the source code should therefore be targeted at once:

• performance

• portability (including portability of performance)

• maintability and readibility

These are very di�cult to handle simultaneously. A solution could be to overhaul some computation
intensive parts of the code in introducing well de�ned kernels. The API of these kernels remain to be
de�ned.

BOAST [7, 8] (https://github.com/Nanosim-LIG/boast), is a metaprogramming framework to pro-
duce portable and e�cient computing kernels for HPC application. It o�ers an embedded domain speci�c
language to describe the kernels and their possible optimization. BOAST also supplies a complete runtime
to compile, run, benchmark, and check the validity of the generated kernels.

The following project aims to evaluate the applicability of the BOAST approach for the Gysela code.
It will focus on some of the most computation intensive kernels of the code: 1D and 2D advection kernels,
but also on a 4D advection kernel.
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Objectives

During the CEMRACS project, we intend to work on:

• Isolate advection kernels from the rest of the code

• Implement BOAST approach on each of these kernels

• Benchmark these kernels to demonstrate the gain BOAST can bring

� on Intel Xeon Haswell architecture

� on Intel MIC architecture

� on Nvidia K80 GPGPU

Participants:

Julien Bigot, permanent (CEA/Maison Simulation)

Virginie Grandgirard, permanent (CEA/IRFM)

Guillaume Latu, permanent (CEA/IRFM)

Jean-Francois Mehaut, permanent (Inria/Corse)

Brice Videau, postdoc (Inria/Corse)

Jérôme Richard, thésard (Inria/Avalon)

?? ??, stagiaire (Inria/Corse)

Contact persons:

Guillaume Latu
Tel : 04.42.25.63.57
email : guillaume.latu at cea.fr
CEA Cadarache, IRFM/SIPP/GP2B,
13108 St-Paul-les-Durance

Julien Bigot
Tel : 01.69.08.01.75
email : julien.bigot at cea.fr

References

[1] Grandgirard (V.), Abiteboul (J.), Bigot (J.), Cartier-Michaud (T.), Crouseilles (N.),
Erhlacher (C.), Esteve (D.), Dif-Pradalier (G.), Garbet (X.), Ghendrih (Ph.), Latu (G.),
Mehrenberger (M.), Norscini (C.), Passeron (C.), Rozar (F.), Sarazin (Y.), Strugarek (A.),
Sonnendrücker (E.), Zarzoso (D.). A 5D gyrokinetic full-f global semi-lagrangian code for �ux-driven
ion turbulence simulations. submitted to Journal of Computational Physics (2015). https://hal-cea.

archives-ouvertes.fr/cea-01153011/file/article_GYSELA_2015.pdf

[2] Bigot (J.), Grandgirard (V.), Latu (G.), Passeron (Ch.), Rozar (F.), Thomine (O.). Scaling
gysela code beyond 32K-cores on bluegene/Q. ESAIM: PROCEEDINGS, Vol. 43, p. 117-135 (2013). https:
//hal.archives-ouvertes.fr/hal-01050322

[3] Latu (G.), Grandgirard (V.) and Crouseilles (N.) and Dif-Pradalier (G.). Scalable Quasineu-
tral solver for gyrokinetic simulation. PPAM (2) 2011: 221-231. RR-7611. http://hal.inria.fr/

inria-00590561_v2/ (2011).

[4] Crouseilles (N.), Latu (G.), Sonnendrücker (E.). A parallel Vlasov solver based on local cubic spline
interpolation on patches. Journal of Computational Physics. Vol 228(5), pp 1429-1146 (2009).

[5] Grandgirard (V.), Sarazin (Y.), Angelino (P.), Alberto (B.), Crouseilles (N.), Darmet (G.),
Dif-Praladier (G.), Garbet (X.), Ghendrih (P.), Jolliet (S.), Latu (G.), Villard (L.), Son-
nendrücker (E.). Global full-f gyrokinetic simulations of plasma turbulence, Plasma Phys. Control. Fusion.
Vol. 49, pp B173-B182 (2007).

[6] Latu (G.), Crouseilles (N.), Grandgirard (V.) and Sonnendrücker (E.). Gyrokinetic Semi-
Lagrangian Parallel Simulation using a Hybrid OpenMP/MPI Programming. Recent Advances in PVM and
MPI. Springer, LNCS 4757, pp 356-364 (2007).

[7] Cronsioe (J.), Videau (B.) and Marangozova-Martin (V.). BOAST: Bringing Optimization Through
Automatic Source-to-Source Transformations. Embedded Multicore SoCs (MCSoC), IEEE 7th International
Symposium on, pp 129-134 (2013).

[8] Bouchez Tichadou (F.), Deutsch (T.), Genovese (L.), Méhaut (J.-F.), Pouget (K.) and Videau
(B.). BOAST: a Metaprogramming Framework to Produce Portable and E�cient Computing Kernels for
HPC Applications. Deliverable D5.5 of FP7 Mont-Blanc 2 Project (2015).

2

https://hal-cea.archives-ouvertes.fr/cea-01153011/file/article_GYSELA_2015.pdf
https://hal-cea.archives-ouvertes.fr/cea-01153011/file/article_GYSELA_2015.pdf
https://hal.archives-ouvertes.fr/hal-01050322
https://hal.archives-ouvertes.fr/hal-01050322
http://hal.inria.fr/inria-00590561_v2/
http://hal.inria.fr/inria-00590561_v2/

